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Abstract

This paper studies the problem of reroute sequence planning for label switched paths (LSPs) in multiprotocol label

switching networks from both the theoretical andpractical points of view. This issue arises when the set of LSPs is

recalculatedby a central path optimization tool to attain a better resource utilization in the network. In this case a

sequence of LSPs has to be foundfor their one by one reconﬁguration without service interruption, involving the

constraint that the link capacities should not be violated at any time during the rerouting process. The underlying

problem is related to discrepancy theory and it is NP-complete. The conditions of existence of any feasible reroute

sequence are examined, and algorithms are described for solving the problem. Alternative solutions are also presented

for the case when feasible solutions do not exist, ﬁnally the performance of these algorithms is investigated by empirical

analysis.

2003 Elsevier Science B.V. All rights reserved.
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1. Introduction

Multiprotocol label switching (MPLS) is a

technology developed for eﬃcient forwarding of
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Internet protocol datagrams in core networks.

Traﬃc ﬂows in MPLS use label switchedpaths

(LSPs) that are previously establishedby their

source routers calledlabel edge routers (LERs). In

other words, the ingress-egress points of an LSP

are LERs, while the other MPLS capable rou-

ters––that can only be transit nodes along the

LSPs––are the label switching routers. One of the

important beneﬁts of MPLS is the support of

various traﬃc engineering features that are very

useful for Internet service providers (ISPs) to

1389-1286/03/$ - see front matter
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control the paths of LSPs in their networks, en-

abling an enhancedutilization of network re-

sources, oﬀering quality of service guarantees, and

increasing network reliability [3,4]. MPLS can be

extended by an information distribution compo-

nent related to the bandwidth reservations, so that

LERs can route constraint-basedLSPs [13] using

constrainedshortest path ﬁrst routing calculations

for each LSP, i.e., the constrainedLSP establish-

ment procedure can be automated. Thus, an LSP

can be routed on a path that diﬀers from the de-

fault path selectedby the interior gateway proto-

col, which is useful when the latter path contains

any link whose available bandwidth is less than the

bandwidth required by the given LSP.

In heavily loaded networks successive on-de-

mandLSP establishment anddeallocation actions

may result in a set of LSPs where some paths are

not the shortest possible ones, leading to poor re-

source utilization comparedto the optimal state.

Thus, global LSP optimization is proposedat

certain time intervals (e.g., daily, weekly) to im-

prove the network performance. A key feature of

MPLS is to support the explicit routing of LSPs,

which enables the ISPs to optimize the LSP

placement globally with a central traﬃc engineer-

ing tool [14,21]. The calculatednew paths should

be routed strictly explicitly, i.e., the whole path of

each LSP is completely determined. To avoid the

interruption of traﬃc through the LSPs during the

rerouting from the oldto the new paths, the re-

routing of an LSP involves the following steps.

First, the new path of the LSP must be established

while the traﬃc is still carriedon the oldpath, then

the traﬃc is switchedto the new path, ﬁnally the

oldpath is torn down. During this operation

(while changing the oldpaths to the new ones

according to a sequence) a problem may occur,

namely, some of the LSPs may not be reroutable

to their new paths as there might not be enough

bandwidth on some links of these paths. There-

fore, the reroute sequence shouldbe plannedbefore

the rerouting action, with the result that the re-

routing of the LSPs in the calculatedsequence

wouldbe feasible, i.e., wouldnot exceedany

reservable bandwidth threshold. This sequence

planning procedure can be realized as a new

function of the traﬃc engineering tool that per-



forms the global path optimization. In this paper

the LSP reroute sequence planning (RSP) problem

is investigatedfrom the theoretical andthe prac-

tical points of view.

The rest of the paper is organizedas follows. In

Section 2 the problem deﬁnition is given and pre-

vious work is discussed. Then in Section 3 the

theoretical investigations are summarized. In Sec-

tion 4 several heuristic algorithms are described for

solving the RSP problem. The algorithms are an-

alyzedin various network situations andnumeri-

cal results are presentedin Section 5. Finally, in

Section 6 the conclusion is drawn.

2. Problem formalization

In this section the RSP problem is described

in detail. After a short outline two equivalent

formulations are given: the ﬁrst one is a graph

baseddescription, while the other one is a vector

baseddeﬁnition that is usedin the theoreti-

cal part. Finally, previous work on RSP is dis-

cussed.

2.1. Outline of the problem

In the RSP problem the MPLS network is given

with LSPs routedon their original (old) paths.

Moreover, the optimized(new) paths of the LSPs

are also known. The new paths are calculatedby a

global LSP optimizer (e.g., [14]) locatedin a cen-

tral place of the network. The task is to reroute the

LSPs from their oldpaths to their new paths,

speciﬁcally, to ﬁnda feasible reroute sequence of

the LSPs. The traﬃc on the LSPs shouldnot be

interrupted, so the new path of each LSP must be

establishedbefore its oldpath is torn down. The

‘‘only’’ constraint is that the maximal reservable

bandwidth of the links must not be exceeded at

any moment of the rerouting process. In this paper

we state two restrictions that make the RSP

problem practically relevant. First, LSPs cannot be

split
into several paths. They must be rerouted

entirely in a single step, because the split paths

might result in a highly complex rerouting process.

Moreover, no temporary paths can be usedduring

the rerouting process, i.e., the LSPs must be

B.G. Jozsa, M. Makai / Computer Networks 42 (2003) 199–210
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rerouted directly on their new paths in order to

limit the number of rerouting steps.

2.2. Graph based deﬁnition

Now, the RSP problem is deﬁned formally. Let

the directed graph
GрV ; EЮ
represent the MPLS

network with the
n-element set of vertices
V
and

the
m-element set of directed edges
E  fрu; vЮ:

u; v 2 V ; рu 6ј vЮg corresponding to the nodes and

links, respectively. The set of edges is endowed

with
a
non-negative edge capacity
function

c : E ! Rюrepresenting
the
total
reservable

bandwidth values of the links. A directed path P

with source node
u0and destination node
uwis

deﬁned as a sequence of
w
edges
fe1ј рu0; u1Ю;

e2ј рu1; u2Ю; . . . ; ewј рuw1;uwЮg. Let the struc-

ture
of
an
LSP
be
described
by
liј рsi;

di; bi; Pi; QiЮ, where
Piand Qiare the oldandnew

paths, both having source node
si, destination

node
di, andrequiredtransmission bandwidth
bi.

In order to deﬁne our problem, the k-element set

of LSPs
L ј fli: 1 6 i 6 kg
is given, andthe

following
notations
are
introduced:
bmax:ј

max16i6kbi, and
Lirepresents the reservedca-

pacities on the edges after the ith rerouting action.

It is assumedthat the system of the oldpaths with

the corresponding capacities is feasible as well as

the system of the new paths, i.e., for each edge the

given edge capacity
cрeЮ
is not violatedby the

paths using that edge: L0рeЮ јPi:e2Pibi6cрeЮ
and




twice during the rerouting [2]. To sum up, the ﬁrst

LSP to be reroutedis lp1, the ith one is lpi , andthe

last one is lpk.
2.3. Vector based deﬁnition

The above-deﬁned RSP problem is related to

discrepancy theory [8] in the following way. Let pi
and
qibe the incidence vectors––having
m
ele-

ments––of paths Piand Qi, respectively (piрeЮ ј 1

if
e 2 Pi, otherwise
piрeЮ ј 0). Consequently, the

rerouting of LSP
licorresponds to the vector

viј biqibipiwhere each vector component rep-

resents the net change of capacity reservations.

Therefore, deﬁning the initial vector L0р 6 cЮ
rep-

resenting the initial capacity reservations in the

network, andthe set of vectors fvi: 1 6 i 6 kg, our

task is to ﬁnda permutation p ј fp1; p2; . . . ; pkg of

vectors viso that their partial sums never exceed c

for any vector component, i.e., the edge capacities

are not violatedat any point during the rerouting

process.
Formally,
ﬁnda
permutation
p ј

fp1; p2; . . . ; pkg of 1; 2; . . . ; k so that

Xt

L0рeЮ ю
vpiрeЮ 6 cрeЮ 8e 2 E;
1 6 t 6 k:
р1Ю

iј1

One can easily see that this is an equivalent re-

formulation, andwe deal with this approach in the

theoretical investigations.

LkрeЮ јPi:e2Qibi6cрeЮ;
8e 2 E. It is also sup-

posedthat
Pi6ј Qi(1 6 i 6 k) as LSPs with

unchangedpaths can be eliminatedandthe cor-

responding edge capacities can be decreased with

the result that the equivalent problem without

unchangedLSPs is obtained.

The goal in the RSP problem is to determine

a reroute sequence (a permutation)
p ј fp1;

p2; . . . ; pk: pi2 f1; 2; . . . ; kg; i 6ј j ) pi6ј pjg
of

LSPs that enables the LSP rerouting without ex-

ceeding the capacity constraints, i.e.,Pi:e2Qpi;i6 t


2.4. Previous work on reroute sequence planning

The RSP problem was introduced in [15], in

which four heuristic algorithms were investigated

on real-worldbackbone networks. Then the

problem was extended to
protected
traﬃc ﬂows,

the issue of complexity was discussed and the

heuristics were improvedin [16]. It turnedout in

both papers that some RSP problem instances

cannot be solvedby these simple algorithms

already at moderate (60%) network load (which

bpiюPi:e2Pp

i;iP t


bpi6cрeЮ;
8e 62 Ppt\Qpt;1 6 t 6


means 40% spare capacity on average). These re-

k, andi:e2Qpi;i6tbpiюPi:e2Ppi;i Ptbpibpt6cрeЮ;

8e 2
Ppt\Qpt;1 6 t 6 k. As one can see, the ca-

pacity constraint expression depends on whether

e 2 Ppt\Qpt , because the common edges of the old

andnew paths of an LSP shouldnot be reserved


sults serve as a motivation for further investiga-

tions from another point of view, namely,

clariﬁcation is needed whether the problem in-

stances hadno feasible solutions or the algo-

rithms were not able to ﬁndany. For this reason

202



B.G. Jozsa, M. Makai / Computer Networks 42 (2003) 199–210

theoretical investigations were performedandthe

problem instance generation was modiﬁed in such

a way that ensures the existence of feasible solu-

tions (see Section 5.1).

3. Theoretical investigations

In [16] it was proven that the RSP problem is

NP-complete even in a ring of two edges. How-

ever, if the free capacities are large enough in the

network, the existence of feasible reroute sequence

can be asserted.

While talking about the theoretical results, for

the sake of simplicity it is assumedthat
L0ј Lk,

i.e., the initial andthe ﬁnal capacity reservations

are equal (in other wordsPkiј1viј0), andthey

are denoted by
L. This is not an important re-

striction because the results can be transformedto

the general case, but using this assumption the

formulas are signiﬁcantly simpler.

If the initial capacity vector
cрeЮ
satisﬁes

cрeЮ P 2LрeЮ
for all
e 2 E, the rerouting can be

performedin an arbitrary sequence without vio-

lating the edge capacities. The proof is very simple

because expression (1) trivially holds as both path

systems can be insertedsimultaneously into the

network while respecting the capacity constraints:




results showedthat they hadno practical relevance

as their performances were near to the random

order (RO) (see Section 5.2). They are omitted

from this paper. This result was expectedsince the

problem instances (see in Section 5.1) were so

‘‘tight’’ that they did not ﬁt the derived capacity

bounds.

4. Algorithms

In this section heuristic algorithms are de-

scribedfor solving the RSP problem. These were

introduced in [15], and enhanced in [16]. In our

previous works these algorithms were compared

to the reference algorithm random sorting (RS),

which builds up the reroute sequence by choosing

the LSPs one by one randomly. The candidate

LSPs in this selection are those LSPs that can be

reroutedwithout violation if there are reroutable

ones, otherwise all actually non-reroutedLSPs are

considered. This means that RS diﬀers from the

completely RO as it selects from the reroutable

LSPs. In the previous works RS was not signiﬁ-

cantly worse than the other heuristics. RO is

therefore investigatedin this paper as a second

reference.

Pk
iј1bipiрeЮ ю


Pk
iј1biqiрeЮ ј
LрeЮ ю
LрeЮ 6 cрeЮ.


4.1. Outline of the algorithms

However, this boundis quite loose to use it in

practice, because generally there are some edges

whose reservedcapacities exceedthe half of their

total reservable capacities (e.g., at 60% network

load).

As L is necessary and2L is trivially enough, we

have to look for a theoretical boundbetween

them. Although our theoretical investigations re-

sulted in several theorems, understanding them

needs sophisticated mathematical knowledge. The

theorems are presentedin Appendix A. To sum-

marize our theoretical results, we foundthat
L
is

asymptotically nearer in the sense that a lower

bound
L ю C
ﬃﬃﬃ
for the capacities will be suﬃ-

cient for the rerouting (where
C
is a constant de-

pending on the number of edges).

Approximation algorithms were constructed

basedon our theorems, but the preliminary test




The base of the heuristic algorithms is an iter-

ation in which one LSP is selectedandthen rero-

uted. An algorithm ﬁnishes when all LSPs have

been selected, therefore the reroute sequence is

built up one by one greedily. The key element

is the selection of the LSP to be actually rerouted.

The heuristic algorithms diﬀer in the selection of

the subsequent LSP. It is a common feature of

these approaches (as of RS) that the selection is

basedon reroutable LSPs if there are any, other-

wise such an LSP is selectedwhose rerouting vio-

lates some of the edge capacities but the violation

is aimedto be kept at a certain minimum. The

algorithms assign a greedy utility value oito each

candidate LSP
li––if
liis already rerouted

oiј 1––in each iteration, andthe chosen LSP is

the one that has the actually greatest greedy utility

B.G. Jozsa, M. Makai / Computer Networks 42 (2003) 199–210
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value. The assignment of the greedy utility value o

for the candidate LSPs is done as follows.

4.2. Minimal violation (MV)

The methodMV is the simplest greedy method

(apart from RS). It calculates for each non-rero-

utedLSP lithe greatest capacity violation on its

new edges (that are distinct from every old edge) if

it is rerouted:
oiј  maxe2QinPifbiю RрeЮ  cрeЮg

where RрeЮ
is the actual reservedcapacity on edge

e. If some edges would be violated in case of re-

routing LSP li, oi< 0, otherwise oiP 0. The idea

behindthis ranking is to decrease the minimal free

capacity on the edges in the slightest degree pos-

sible or in case of inevitable capacity excess, ef-

fecting minimal amount of violation on the edge

capacities.

4.3. Maximal freeing (MF)

The approach MF uses a capacity value AрeЮ to

be routedfor each edge e, i.e., the summedband-

width of such LSPs that has to be allocated to the

given edge in the subsequent rerouting steps.

Formally, AрeЮ јPj:e2QjnPjbj
for all j where ljis

not reroutedyet. Here value oirepresents the total

amount of capacity that is to be freedon the old

edges of
lifor the subsequent LSP reroutings:

oiјPe2PinQifAрeЮ  рcрeЮ  RрeЮЮg. The idea of

this rule is to prefer those LSPs at the selection

which contain edges (in their old paths) that are

present in many new paths of non-reroutedLSPs

andhave relatively few actual free capacities.

4.4. The most reroutable (MR)

In this method oiis calculatedto represent the

number of LSPs that can be reroutedwithout ca-

pacity violation after the successful rerouting of

LSP li. Using this approach after selecting an LSP,

in the next step the algorithm can select from the

maximal number of reroutable LSPs. In this case

more than one LSP may have the same greatest

value oi, consequently the utility value is modiﬁed

in the following way: the value of oiis decreased by

the summedratio of the number of non-reroutable

edges and the total number of edges to be rerouted



for all non-reroutedLSPs after
lihas been rero-

uted. The important beneﬁt of this approach is

that it looks forwardone rerouting step. On the

other hand, it has relatively larger computational

complexity comparedto the previous algorithms,

thus its application is more time consuming.

4.5. Enhancements

The enhancement of the above-described greedy

methods is based on the following. The normal

RSP problem––rerouting LSPs from paths
P
to

Q––is equivalent to the reverse problem when we

want to reroute each LSP i from path Qito Pi, and

the initial andﬁnal capacity reservations are in-

verted. The reason for this is the following: if there

is a feasible sequence for the reverse problem, the

reverse sequence is an appropriate solution for the

normal problem andthis is true inversely. Now,

three
possible
improvements
of
the
above-

described greedy algorithms are presented:

(1) The simplest improvement is trying to solve

both normal andreverse problems. First, the

easier problem is considered, which is gener-

ally rerouting from that starting state where

the total free capacity is less––this is typical

in real situations because the goal of path op-

timization is to increase the total free capacity

in the network.

(2) In the secondvariant of the algorithms the se-

quence is built up from both ends, i.e., LSPs to

be reroutedare selectedfor the normal andre-

verse problems alternately.

(3) The most complex modiﬁcation is using back-

tracking in the algorithms. The algorithm

starts andif it gets stuck, i.e., there is no

LSP to be reroutedwithout capacity viola-

tions, it deletes a part of the latest inserted

LSPs from the sequence (andreroutes the

LSPs to their oldpaths) andcontinues with

the reverse problem. If it gets stuck again it

steps back again andchanges direction. To

avoidinﬁnite loops: at every back-step phase

fewer LSPs are deleted from the sequence than

the number of LSPs reroutedin the previous

phase. In the current implementation the ratio

of deleted LSPs from the sequence and

204



B.G. Jozsa, M. Makai / Computer Networks 42 (2003) 199–210

insertedLSPs in the last phase is set to 95%
while allowing some interruption/degradation of

(that value was determined by a ﬁne-tuning
traﬃc during the rerouting process. Here, the latter

process).
case is followed, i.e., some capacity violations are

allowedin the reroute sequence calculation.

4.6. Computational complexity

The computational time of the above-described

algorithms consists of two main parts:

•
checking whether the particular LSP is rerout-

able, and

•
calculation of greedy utility value.

The ﬁrst check is very simple: the edges of the

new path shouldbe examinedto see whether all of

them have enough free capacity. On the other

hand, the complexity of the utility value calcula-

tions of the methods are quite diﬀerent. While RS

assigns a value in constant time, MV andMF

perform operations ‘‘number of new edges’’ times.

MR is the most complex (since it looks forward

one rerouting step) andall new edges are checked

for all non-reroutedLSPs. The overall computa-

tional time is the time of reroutability check

andutility value calculation multipliedby
рk

рk
1Ю=2Ю  1, because the base of the number of

candidate LSPs decreases by one in each step. The

order of magnitude of time consumption on our

test networks having several tens of nodes is a few

seconds using MR (on a computer having 450

MHz processor and1 GByte memory). However,

if the thirdenhancement is used, the running time

of the algorithms (mostly of MR) can be enormous

theoretically in worst cases, while the ﬁrst and

secondenhancements hardly inﬂuence it. At the

current back-step ratio setting (95%) the running

time of MR during the preliminary tests was a few

minutes.

4.7. Alternative solutions

As shown in our previous works on real net-

work situations, it happens that feasible solutions

cannot be foundby the above-describedalgo-

rithm. In these cases there are two possible ap-

proaches: (i) saying that there is no solution and

the LSPs cannot be reconﬁguredto their new,

improvedpaths, or (ii) trying to reconﬁgure LSPs


However, these violations appear only in the cal-

culations, andthey are eliminatedbefore per-

forming the rerouting action. Several approaches

are possible. Although these approaches are not

appliedin this paper, two examples are proposed:

•
The interrupting approach allows some LSPs to

be interruptedduring the rerouting process, as

follows. First, the reroute sequence is calculated

while allowing some bandwidth thresholds to be

exceeded. Then some LSPs are selected so that

the summed bandwidth values on their old links

cover all the bandwidth excess. After these cal-

culations the selectedLSPs are deallocatedtem-

porarily. The remaining LSPs are then rerouted

to their new paths in the calculatedsequence. Fi-

nally, the previously temporarily deallocated

LSPs are establishedon their new paths. Note

that in this case the traﬃc through the tempo-

rarily deallocated LSPs is interrupted during

the rerouting process––this is the price of not vi-

olating any bandwidth threshold––therefore the

number of such LSPs shouldbe kept at a mini-

mum.

•
The shrinking approach decreases the reserved

bandwidth of the LSPs during the rerouting pro-

cess, which results in temporary service degrada-

tion but in fortunate cases this amount of

degradation is so small that the network users

do not perceive it. The ﬁrst step is common with

the above-mentionedapproach: the reroute se-

quence is calculatedwhile enabling capacity vio-

lation. Then the bandwidth reservations of LSPs

are decreased so that all violations would be

eliminated. In the simplest case the bandwidth

values are decreased uniformly: the original val-

ues are multipliedby 1=р1 ю xЮ, where
x is the

maximal violation (deﬁned and investigated in

Section 5.2). At the ﬁnal step, after the rerouting

process the bandwidth values are restored.

Note that by feasible solution we mean a solu-

tion that does not have capacity violation. The

rerouting in the calculatedsequence can thus be

B.G. Jozsa, M. Makai / Computer Networks 42 (2003) 199–210
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performedwithout any service interruption or

degradation.
However,
non-feasible
solutions

having some capacity violations can also be pos-

sible practical solutions, because in the above-

described ways the rerouting can be performed in

the calculatedsequence without real capacity vio-

lations.

5. Numerical results

In order to investigate the algorithms, simu-

lations were performedon a large number of

problem instances. First, the problem instance

generation that guarantees a feasible solution is

described. We then deﬁne the metrics that are the

base of the comparison of the algorithms. Finally,

the numerical results of the simulation scenarios

are shown.

5.1. Problem instance generation

To evaluate the performance of the presented

algorithms, a large number of test problem in-

stances are needed. An instance consists of the

graph topology including the edge capacities, and

an initial anda ﬁnal path set (P
and
Q, respec-

tively). In our previous work [15,16] investigations

were performedon real network topologies with

realistic input path sets but it was unknown whe-

ther the problem hada feasible solution (i.e., no

capacity violation). For this reason, artiﬁcial ex-

amples were generatedin the current test scena-

rios, which provably have feasible solutions,

enabling reliable tests from the theoretical point of

view.

The graphs were generatedby a random graph

generator described in detail in [14] having three

parameters: the number of nodes
n, the average

nodal degree
g, andthe ratio of LERs
l
that

represents the ratio of the number of nodes that

can be sources anddestinations of paths to the

total number of nodes. LSPs were then generated

(using shortest paths) between each pair of LER

nodes where the integer transmission capacity

value of an LSP was chosen randomly from a

predeﬁned interval
Ѕ1; bmaxwith one parameter:

bmax. Initially, the edge capacities of the graph




were set exactly to the traﬃc traversing the edges:

cрeЮ :јPi:e2Pibi. At this point, the graph topology

anda shortest path set were constructedandthese

paths servedas ﬁnal paths
Q
representing the

optimizedLSPs.

The last step in the problem instance generation

was rerouting some LSPs whose number was

controlledby parameter
a. The following cycle

was repeated a times, in which one particular LSP

was rerouted. A predeﬁned number of non-rero-

utedLSPs were selectedrandomly (in our investi-

gations this number is set to 10). Then for each

selectedLSP a new path was sought that was

distinct from its old path (at least in one edge) with

the same source, destination, and capacity, so that

the summedvalue of capacity violation was as low

as possible. The LSP reroutedwas that for which

this value was the smallest. The value was equal to

zero in fortunate cases andotherwise the capacities

of the violatededges were increasedin the slightest

degree to eliminate the violations. After this cycle,

for each unchangedLSP lipath Piwas the same as

Qi, while for each other LSPs lithe changedpaths

composed Pi. To sum up, this test example gener-

ation methodprovidedus very ‘‘tight’’ examples––
the capacity was increasedin the slightest possible

degree––for which a problem class was deﬁned by

рn; g; l; bmax; aЮ. On the other hand, this generation

also supplieda feasible reroute sequence that was

the reverse sequence of the selectedLSPs in the

above cycle.

5.2. Investigations

In the ﬁrst test scenario 1000 test instances were

generatedbelonging to diﬀerent problem classes.

The parameters were taken randomly from the

following intervals, according to the properties

of real-worldbackbone networks:
n 2 Ѕ10; 50 ,

g 2 Ѕ3; 6 ,
l 2 Ѕ0:5; 1:0 ,
bmax2 Ѕ1; 1000 , and
a 2

Ѕ10; 200 . We triedto solve the examples by all

algorithms detailed in Section 4. For the compar-

ison of the diﬀerent methods the same four metrics

were usedas in [16]:

•
success probability: the ratio of the number of

cases without capacity violations to the total

number of examinedtest instances,
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•
maximal violation: the greatest edge violation in

percentage where the edge violation is deﬁned

by the maximal capacity excess during the

rerouting action comparedto the total capacity

(corresponding to the maximal reservable band-

width) of the edge,

•
edge violation: the ratio of the number of vio-

latededges to the total number of edges (m), and

•
capacity violation: the ratio of the total capacity

violation to the total capacity (Pe2EcрeЮ) in the

network.

Note that in the following all values of these

metrics are given as percentages.

Consider Table 1, in which the results of the

base algorithms (without enhancements) for each

metric are shown. It is surprising that the success

probability of RO is nearly zero, i.e., it couldnot

succeedin solving any of the problem instances.

On the other hand, RS––which is a modiﬁed ver-

sion of RO––solvedmore than the half of the in-

stances. It also turnedout that MR is signiﬁcantly

better than the other greedy approaches in terms

of any metric. This result is not surprising because

it looks forwardone rerouting step. Methods RS,

MV, andMF gave nearly the same result but

surprisingly RS was the best in terms of success

probability andedge violation. MV was the best

Table 1

Results of the base algorithms



among them in terms of maximal andcapacity

violation, andMF was the worst at all. However,

it is important to note that these results depend on

the instance generation to a great extent andin

another context the algorithms might perform

diﬀerently.

In the secondtest session the eﬃciencies of the

diﬀerent enhancements of the greedy methods were

investigated. Table 2 shows the success probabili-

ties of the diﬀerent enhanced heuristic algorithms.

Some combinations of the enhancements are also

included, which means that both enhancements

were appliedto the problem instances. However, it

was unnecessary to combine the ﬁrst andthird

enhancements because the ﬁrst one cannot solve

the problem if the thirdone cannot solve it, due to

the fact that the thirdenhancement is an extension

of the ﬁrst one. The secondenhancement gave

worse results than the others because for these

‘‘tight’’ examples it was much better to buildup

the reroute sequence by solving the easier problem

out of the normal andreverse ones. The third

enhancement improvedthe probability of success

signiﬁcantly, andthere were only a few test in-

stances that couldbe solvedby the seconden-

hancement but not by the thirdone (compare

columns Ф3Х
and Ф2 + 3Х).

In the following investigations the relation be-

tween the complexity of the problem andthe dif-

ferent parameters of the problem classes was

examined. It was assumed that the networks were

given, thus n, g, and l were ﬁxedin a real situation.

Algorithm
Success

probability

RO
0.1

RS
55.0


Maximal

violation

38.29

3.95


Edge

violation

27.23

1.12


Capacity

violation

1.7224

0.0419



100

MV

MF

MR

Table 2


51.6

50.4

81.8


1.72

5.93

1.50


1.34

1.53

0.37


0.0239

0.0572

0.0044


80

60

40



RS3

MV3

MF3

Success probability results at diﬀerent enhancements


MR3

Algo-


Enhancement


20

rithm

RS

MV


1

55.0

51.6


2

22.2

19.7


3

76.4

63.4


1 + 2
2 + 3

59.0
77.3

53.3
63.5



0



1



10



100



1000

MF

MR


50.4

81.8


26.2

75.7


71.1

92.1


55.0
71.4

88.3
92.6


Maximal LSP bandwidth value

Fig. 1. Success probability results for diﬀerent bmax
values.
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these bounds were proven to be so weak that we

may say that the discrepancy theory based ap-

proximation algorithms have no practical rele-

vance. Greedy heuristic algorithms have been

investigatedby empirical analysis on artiﬁcially

generated‘‘tight’’ examples that have provably

feasible solutions. Every heuristic foundfeasible

solutions in more than half of the cases, moreover

the success probability of the thirdenhancement of

MR was over 90%. Consequently, it is probable

that some realistic problem instances in our

previous works have no feasible solutions, and

Number of LSPs to be rerouted

Fig. 2. Success probability results for diﬀerent a values.

Therefore, the problem at diﬀerent
bmaxand
a

values was investigated, while the other parame-

ters were taken from the above-mentionedinter-

vals. First, the parameter bmaxwas examined. The

same input was generatedas in the ﬁrst test sce-

nario except for the maximal bandwidth value of

the LSPs (bmax), which was ﬁxedto 1, 10, 100, and

1000, respectively. In Fig. 1 one can see that bmax
inﬂuencedthe results to a great extent, andthe

uniform 1 bandwidth value was not the easiest case

for all methods but their success probability curves

hada maximum value. However, we can say that

over a particular bmaxvalue the problem is harder

to solve as the maximal bandwidth values were

increased.

The relation between the number of LSPs to be

rerouted a andthe complexity of the problem can

be seen clearly in Fig. 2. The success probability


two alternative solutions––the interrupting and

shrinking approaches––were introduced for these

cases.

In summary, we propose to use the thirden-

hancement of algorithm MR in practice. Further-

more, when the problem cannot be solvedwithout

violations, we suggest to recalculate the sequence

by the MV algorithm andallow temporary inter-

ruption or degradation of some LSPs during the

rerouting process using one of the presentedal-

ternative solutions.

Our future research aims at improving the

success probability of RSP by using temporary

andsplit paths, combining the path optimization

with the RSP procedure, ﬁnally trying other gen-

eral meta-heuristics (e.g., tabu search, simulated

annealing).
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Appendix A. Theoretical results

In this section our theoretical results on RSP

are presented. The connection to discrepancy the-

ory is discussed and criteria for the existence of

feasible solutions are presented. Finally, an inter-

esting result is shown concerning the applicability

of random reroute sequence.
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Close relatives of the RSP combinatorial

problem have been studied in the mathematical

literature. In discrepancy theory and in the theory

of scheduling and sequencing there are also a lot of

relatedquestions but we have to emphasize our

special interest in the algorithmic results andap-

proaches. Now, three problems are presentedto

explore some of the relatedones. Let
s be a norm

on Rm.

The
s-discrepancy
of
a
vector-set
Z ј

fz1; z2; . . . ; zkg  Rmis deﬁned to be



are interestedonly in the upper boundof the

summing trajectory coordinate functions. Since

the symmetrically bounded CVS problem is easier

to examine, this problem is investigatedinsteadof

the one-side bounded RSP problem. To see the

connection between the above presentedprob-

lems andfunctions consider the following propo-

sition.

Proposition A.1. Let Z ј fz1; z2; . . . ; zkg  Rmwith

Pk
discsрZЮ ј
min


Xk


eizi


;



рA:1Ю


iј1ziј0. Then

usрZЮ 6 max lsрfzp1;zp2;. . . ; zpkgЮ;



рA:4Ю

e2f1;ю1gk

iј1


s


p

where the maximum in the right-hand side is taken

i.e., the problem is to divide the vector-set into two

parts as equally as possible.

The notion of compact vector summation (CVS)

is very similar to the vector formulation of RSP. In

CVS the task is to compute an order of the ele-

ments of a zero-sum vector-set, so that all partial

sums are small in the sum of this order. If

Z ј fz1; z2; . . . ; zkg  Rm,Pkiј1ziј0 (calledzero-

sum vector-set) then deﬁne

Xt

over all permutations p of 1; 2; . . . ; k.

The inequality (A.4) is known as ChobanyanХs

transference lemma [8]. This is the most powerfully

applicable tool to the RSP. Examining these dis-

crepancy-relatedquestions, our results are trans-

formedfor
the
RSP
problem.
Recall
the

assumption L0ј Lkј L.

Although the eﬃciency of the approximation

algorithms is usually measuredin approximation

usрZ Ю ј min
max


zpi


;


рA:2Ю


factor, here an additive approach is more appro-

p


16 t6k


iј1


s


priate. Applying GrinbergХs andSevastyanovХs

where the minimum is taken over all permutations

p of 1; 2; . . . ; k. The function

(

usрkЮ ј sup
usрZ Ю: Z ј fz1; z2; . . . zkg;


CVS theorem [6,10,12], one can derive the fol-

lowing.

Theorem A.2. Given a capacity function satisfying

cрeЮ P LрeЮ ю m
bmaxfor all
e 2 E, a feasible re-

ziks6 1;


Xk

iј1


)

ziј 0;
k 2 N


route sequence can be computed in deterministic

polynomial time by Grinberg’s and Sevastyanov’s

algorithm [10].

is known as the Steinitz-function [5,6,10,11,18–20].

Finally, the
dynamic
s-discrepancy
of
Z ј

fz1; z2; . . . ; zkg  Rmis deﬁned by

Xt


As it can be seen, this bound depends only on

the number of edges and on the maximal trans-

mission capacity. The disadvantage of this method

is that it works well only when the capacity res-

lsрZЮ ј
min


max


eizi

:


рA:3Ю


ervation LрeЮ
is signiﬁcantly higher than the max-

e2f1;ю1gk1 6t6 k


iј1


s


imal transmission capacity multipliedby the

The combinatorial optimization problems of

computing the above functions (A.1)–(A.3) are

NP-hardfor several norms (e.g., for
s ј ‘1con-

cerning the maximal violation that is deﬁned in

Section 5.2). The main diﬀerence between RSP and

CVS using an
‘1-like norm is that in the RSP we


number of edges, which is rather atypical in

practice. This is why we look for other approaches.

ChobanyanХs lemma establishedthe relation be-

tween the CVS and the dynamic discrepancy

problem, andimpliedProposition A.1. Basedon

this, it looks to be useful to apply SpencerХs cosine
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hyperbolic algorithm [19] to give an approximate

solution to the dynamic discrepancy problem, in-

ducing the following approximate RSP solution.

Theorem A.3. Provided that the capacity function

satisfies



satisﬁes (A.6). Consider now a ﬁxed edge
e. We

emphasize that the needed relative additional ca-

pacity for the rerouting action tends to zero when

LрeЮ
tends to inﬁnity if
m is ﬁxed. Moreover, if

LрeЮ  ln n, then lnр2mЮ=LрeЮ 6 2 ln n=LрeЮ, which

tends to zero as well. In other words, in this case,

cрeЮ P LрeЮ ю


pﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
2k lnр2mЮ
bmaxю eLрeЮ
8e 2 E;

рA:5Ю


the RSP with unit bandwidth values admits an

asymptotically optimal algorithm.

On the other hand, to mention a negative result:

a feasible reroute sequence exists, and it can be

computed in
Oрkm logрe1ЮЮ
time, where
ln
is the

natural logarithm.

Considering the practical properties of real

networks, it can be supposedthat m P n. We fur-

ther assume that the number of LSPs given be-

tween each node pair is upper bounded by a

constant C. Then k 6 Cрn2Ю6 Cрm2ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ=2Ю. Using only


path-systems can be derived from
Hadamard

matrices
[8]
for
which
K 6 LрeЮ 6 2Kp,
and

max16t 6kfLрeЮ юPtiј1vpiрeЮg P LрeЮ ю C
ﬃﬃﬃﬃKfor

every permutation p, for some constant C.

The above theorem can be improvedtrivially by

the Lova

algorithm. Suppose that the length of every path is

at most
D. Then the matrix
M ј рv1; v2; . . . ; vkЮ

(composedby the vectors vias its columns) has at

these bounds, apart from theplnр2mЮ
andcon-

stant factors, the boundis the same as in Theorem

A.2. If m
n or k
Cрn2Ю, the last result is better.

The other theoretical results are obtainedby the

simple application of the
probabilistic method.

Furthermore, due to a martingale based method of

pessimistic estimators [17], the probabilistic argu-

ment gives rise to a deterministic algorithm.

Theorem A.4. If the capacity function satisfies

uvﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ

most 2D non-zero entries in each column. Thus,

the following theorem is obtained, which heavily

exploits the row-, andthe column-sparsity. It is

still a challenge to derandomize it, and to see

whether the classical derandomizations work or

not [1,7].

Theorem A.5. If expression

uuvﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃXk

cрeЮ P LрeЮ ю


tu2Xk

iј1


viрeЮ2lnр2mЮ ю eLрeЮ
8e 2 E;

рA:6Ю


cрeЮ P LрeЮ ю


t

2


iј1


viрeЮ2lnр16DT рeЮЮ


8e 2 E;

рA:8Ю

a feasible reroute sequence exists, and it can be

computed in Oрkm logрe1ЮЮ time.

The above result is particularly interesting for

uniform and unit bandwidth values. We therefore

set biј 1, 1 6 i 6 k. Denoting by T рeЮ
the number

of LSPs for which exactly one of their paths Piand

Qicontains the edge e (in other words the number

of
LSPs
to
be
reroutedfrom/to
edge
e),

T рeЮ 6 L0рeЮ ю LkрeЮ ј 2LрeЮ. Thus, the capacity

function

cрeЮ P LрeЮ ю 2pﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃLрeЮ lnр2mЮ

sﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ!



holds, then there is a feasible solution for the RSP.

In real networks, LSPs are usually short, i.e.,

traverse as few routers as possible. This approach

may therefore be of practical interest andis worth

exploring further.

Greedy heuristic algorithms were also devel-

oped. They build up the reroute sequence by

choosing an LSP in each step while minimizing

diﬀerent weight functions. The study of random

permutation shows that the application of these

heuristics is not illegitimate andwe also emphasize

that the exponential weight function version of

ј LрeЮ
1 ю 2


lnр2mЮ

LрeЮ


8e 2 E;
рA:7Ю


these heuristic algorithms can be seen as the de-

randomization of the random permutation. The
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following theorem explains this statement more

precisely.

Theorem A.6. If expression

sﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
TрeЮm

cрeЮ P LрeЮ ю
2T рeЮ ln
bmaxрeЮ
8e 2 E;




[12] W. Hoeﬀding, Probability inequalities for sums of bounded

random variables, American Statistical Association Jour-

nal 58 (1963) 13–30.

[13] B. Jamoussi (Ed.), Constraint-based LSP setup using LDP,

Internet Engineering Task Force, Request For Comments

(Proposed Standard) 3212, January 2002.

[14] B.G. Jo
a
A Szentesi, An eﬃcient

1
h




рA:9Ю


algorithm for global path optimization in MPLS networks,

Optimization andEngineering 2 (3) (2001) 321–347.

[15] B.G. Jo

holds, the random reroute sequence does not violate

the capacities with greater probability than
h.

Especially, if
cрeЮ P LрeЮ юpﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ2рeЮ lnр
рeЮmЮ

bmaxрeЮ;
8e 2 E, there exists a solution for the RSP

problem (where
bmaxрeЮ
denotes the maximal LSP

bandwidth on edge e).
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